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ABSTRACT

Context. Coronal mass ejections (CMEs) are large eruptions of plasma and magnetic field from the Sun’s corona. Understanding the
evolution of the CME is important to evaluate its impact on space weather. Using numerical simulation, we are able to reproduce the
occurrence and evolution process of the CME.
Aims. The aim of this paper is to provide a new data-driven method to mimic the coronal mass ejections. By using this method, we
can investigate the phsical mechanisms of the flux rope formation and the cause of the CME eruption near the real background.
Methods. Starting from a potential magnetic field extrapolation, we have solved a full set of magnetohydrodynamic (MHD) equations
by using the conservation element and solution element (CESE) numerical method. The bottom boundary is driven by the vector
magnetograms obtained from SDO/HMI and vector velocity maps derived from DAVE4VM method.
Results. We present a three-dimensional numerical MHD data-driven model for the simulation of the CME that occurred on 2015
June 22 in the active region NOAA 12371. The numerical results show two elbow-shaped loops formed above the polarity inversion
line (PIL), which is similar to the tether-cutting picture previously proposed. The temporal evolutions of magnetic flux show that the
sunspots underwent cancellation and flux emergence. The signature of velocity field derived from the tracked magnetograms indicates
the persistent shear and converging motions along the PIL. The simulation shows that two elbow-shaped loops were reconnected
and formed an inverse S-shaped sigmoid, suggesting the occurrence of the tether-cutting reconnection, which was supported by
observations of the Atmospheric Imaging Assembly (AIA) telescope. Analysis of the decline rate of the magnetic field indicates that
the flux rope reached a region where the torus instability was triggered.
Conclusions. We conclude that the eruption of this CME was caused by multiple factors, such as photosphere motions, reconnection,
and torus instability. Moreover, our simulation successfully reproduced the three-component structures of typical CMEs.
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1. Introduction

Coronal mass ejections (CMEs) are the manifestations of the
evolution of the magnetic field on the Sun. The magnetic field
of the Sun is produced by the dynamo process in the deep lay-
ers of the convection zone and rises to the surface due to mag-
netic buoyancy (Parker 1997; Worden & Harvey 2000). Because
the density of the magnetic energy is greater than the thermal,
kinetic, and gravitational energy density, the plasma behavior is
dominated by the magnetic field, especially in the active regions.
The measurement and reconstruction of the magnetic field struc-
tures in the solar atmosphere are very helpful to improve our
understanding of physical processes in the solar atmosphere.
Currently, the photosphere magnetic field can be regularly mea-
sured by many ground-based and space-based observatories,
including Synoptic Optical Long-term Investigations of the Sun
(SOLIS), Global Oscillation Network Group (GONG), and Solar
Dynamics Observatory (SDO). However, there are still many
difficulties associated with the coronal magnetic field measure-
ments due to the fact that the plasma is optically thin and the
recorded radiation is integrated over the line of sight. To acquire
the magnetic field in the corona, solar physicists have devel-
oped lots of theoretical models by using the photospheric data
as boundary values and defining some reasonable assumptions
about the state of corona.

A magnetic flux rope is defined as a locally cylindrical bun-
dle of field lines that have a helical structure except for the axial

field line (Gopalswamy 2016). The field strength on the axis
of flux rope has the maximum value and decreases towards the
edges. According to the flux rope ejection models, flux rope can
be formed in two ways (i) dynamically formed from the emer-
gence below the photosphere, (ii) formed from the topological
changes in the corona. In the former category, a twisted flux
rope is assumed in the convection zone, which can emerge due
to magnetic buoyancy. However, magnetohydrodynamic (MHD)
models show that it is difficult for a flux rope to emerge as a
whole from the underneath of the photosphere because the dense
material is trapped in the dips of the field line (Schmieder et al.
2015). In the second category, the rotation of the two polari-
ties and the flux cancellations lead to the formation of a flux
rope because of the shearing motions. The flux cancellation is
defined observationally as the mutual disappearance of magnetic
fields of opposite polarities at the neutral line separating them
(Linker et al. 2003). Martens & Zwaan (2001) explain the for-
mation of a flux rope through flux convergence and cancellation.

There are many mechanisms to explain the flux rope ejec-
tions. The simulations of Wang & Sheeley (1999) showed that
the eruption of the flux rope is due to the emergence and the
shearing motions along the polarity inversion line. The kink
instability of a flux rope can be triggered when the twist (wind-
ing of magnetic field lines around the rope axis) exceeds a
threshold, for instance, one full turn (Liu et al. 2016; Wang et al.
2017). Xue et al. (2017) use the observations of New Vacuum
Solar Telescope (NVST) and SDO to study the formation of
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Fig. 1. Magnetic fields of AR 12371 at 11:00:08 UT. The background shows the radial magnetic fields with white and black regions representing
positive and negative polarities, respectively. The red line represents the polarity inversion line (PIL).

Fig. 2. Full-disk of SDO AIA 94 Å image of the Sun observed at 2015 June 22. The bottom of computational domain is colored by red curves.

the flux rope in NOAA AR 11967. They find the features of
this active region are in agreement with the situations produced
by the tether-cutting reconnection, such as the changes of the
magnetic connection, the brightening in multiple wavelengths,
and the outflows from the reconnection site. Simulation results
from Syntelis et al. (2017) reveal that the flux rope became torus

unstable when the strength of the magnetic envelope field above
the flux rope dropped fast. Wyper et al. (2017) simulate the coro-
nal jet driven by filament ejection. They find the energy release
came from the magnetic breakout process.

Based on the observed magnetograms, there have been
many attempts to simulate flux rope ejections (Inoue 2016;
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Fig. 3. Three components of the vector magnetogram observed by SDO/HMI (left column) and the preprocessed maps (right column).

Green et al. 2018). Roussev et al. (2007) use the radial mag-
netic field provided by SOHO/MDI as the boundary condi-
tions to investigate the dynamics of the CMEs from ARs 9906
and 10069. Zuccarello et al. (2012) apply twisting and shear-
ing motions on the boundary to study the evolution of the flux
rope. Jiang et al. (2013) used the non-linear force free (NLFF)
model to extraploate the magnetic field of AR 11283, then the
results were put into the MHD model to mimic the eruption of
a flux rope. Amari et al. (2014) model the solar eruption from
AR 10930 by using the vector magnetograms taken from the
Hinode/SOT. Rodkin et al. (2017) coupled the NLFF and MHD

model to produce the CME on 2 August 2011. They use the
NLFF to obtain a flux rope. The evolution of the ejection of the
flux rope was described in MHD simulation. Pagano et al. (2018)
use the global non-potential magnetic fields deduced from the
observed magnetograms as the initial condition for MHD simu-
lation to study the dynamic evolution of erupting flux ropes.

In this paper, we present a three dimensional (3D) MHD sim-
ulation model to test the eruption mechanism of the coronal mass
ejection from NOAA AR 12371. Many studies about driving a
CME are based on the artificial flux rope (Borovikov et al. 2017;
Fan 2017; Fan et al. 2018; Jin et al. 2017a,b; Singh et al. 2018;
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Fig. 4. Vector velocity field derived from the DAVE4VM algorithm. The background represents the radial velocity and the arrows represent the
horizontal velocity.

Fig. 5. Positive (red) and negative (blue) magnetic flux evolution of
active region 12371. The vertical black dashed line represents the flare
peak time at 18:23 UT, and the gray bar represents the flare span time
from 17:39 UT to 18:51 UT.

Török et al. 2018). Here we have applied the data-driven MHD
method in a real active region to simulate the CME’s eruption
process. The results are compared with the eruption models to
explain the trigger mechanism of this event.

The content of this paper is as follows. In Sect. 2, we briefly
describe the active region and the data used in our model. In
Sect. 3, we describe the detailed setting-up of the numerical
model. In Sect. 4, we describe the simulation results and com-
pare them with the observations. Finally, a summary of conclu-
sions is presented in Sect. 5.

2. Observations

The eruption of NOAA AR 12371 (8W, 12N) on 2015 June 22
led to a halo CME (appearing to surround the occulting disk
of the observing coronagraph) with the projected speed (on
the plane of the sky) of about 1000 km s−1. A two-ribbon flare
(showing two bright bands of emission in Hα along the PIL) was
observed which started at 17:39 universal time (UT), peaked at
18:23 UT, and ended at 18:51 UT according to the Geostationary
Operational Environmental Satellite (GOES) 1.6−2.4 keV soft-
X ray (SXR) flux.

We follow the evolution of the active region from 11:00 UT
to 20:00 UT on 2015 June 22. During this time, the AR was
almost at the center of the solar disk. The SDO spacecraft pro-
vides continuous observations and makes AR 12371 as a suit-
able candidate for this study. Figure 1 shows the basic magnetic
configurations of this AR, which consists of two main nega-
tive polarities and two positive polarities. The leading negative
polarity is set as N1 and the following one set as N2. The leading
positive polarity is set as P1 and the following one set as P2.

The HMI vector magnetogram provides photosphere field
measurement projected and remapped onto the heliosphere coor-
dinates with 12 min cadence and 0.5 arcsec per pixel. The vector
magnetic field data are obtained using the Very Fast Inversion of
the Stokes Vector (VFISV) algorithm, which assumes the Milne-
Eddington model of the solar atmosphere. The 180◦ ambiguity
in the azimuth angle of the magnetic field is resolved by the min-
imum energy method. The vector field data are then transformed
to heliocentric spherical coordinate system.

3. The numerical model

In this study, we have used the CESE-MHD method to simulate
the evolution of NOAA AR 12371. The equations are as follows

∂ρ

∂t
+ ∇ · (ρu) = 0 (1)

∂(ρu)
∂t

+ ∇ · (ρuu +

(
p +

1
2

B2
)

I − BB) = −(∇ · B)B + ρg (2)

∂p
∂t

+ ∇ · (γpu) = (γ − 1)u · ∇p (3)

∂B
∂t

+ ∇ · (uB − Bu + ψI) = −(∇ · B)u (4)

∂ψ

∂t
+ c2

h∇ · B = −u · (∇ψ) −
c2

h

c2
p
ψ (5)

where B is the magnetic field, u is the velocity, ρ is the plasma
density, p is the pressure, and ψ is the scalar potential. The last
equation is used to reduce deviation from ∇ · B = 0, which is
introduced by Dedner et al. (2002). The parameter ch is cho-
sen to be the largest speed of all domain, cp set as

√
0.18ch.

Additionally, the Powell’s source terms −∇ · B[(0, B, 0, u, 0)]T

are added to the equations to deal with the divergence of the
magnetic field. The magnetic monopoles can be advected with
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Fig. 6. Positive (red) and negative (blue) magnetic flux evolution in dif-
ferent areas of active region 12371. The vertical black dashed line rep-
resents the flare peak time at 18:23 UT, and the gray bar represents the
flare span time from 17:39 UT to 18:51 UT.

the velocity of the plasma (Powell et al. 1999). γ is the ratio of
the specific heats. According to the previous studies (Mikić et al.
1999; Riley et al. 2006; Hu et al. 2008; Jiang et al. 2011), we set
γ= 1.05 to describe the thermodynamics for corona plasma.

Quantities are normalized in the following units: Rs =
6.96× 108 m, B0 = 20 G, ρ0 = 1.67× 10−12 kg m−3, va = B0/√
µ0ρ= 1379 km s−1, and τ0 = Rs/va = 504 s. The simulation is

done in a spherical domain (see Fig. 2). In the radial direction, r
ranges from Rs to 2 Rs (Rs is the radius of the Sun). The colati-
tude, θ, spans from θ= 61.8◦ to θ= 91.8◦, and the longitude, φ,

spans from 16.2◦ to 61.2◦. This domain is resolved by the grid
of 256× 128× 128, with 256 grid points in r direction, 128 grid
points in θ direction, and 128 grid points in φ direction.

3.1. Initial condition

Following the approach of Tóth et al. (2011), we apply a poten-
tial field extrapolation to achieve the initial magnetic field,
in which the synoptic map updated on June 22, 2015 from
SDO/HMI1 is adopted as the bottom condition. The initial atmo-
sphere of the domain is assumed to be in the state of hydrostatic
equilibrium with density and pressure profiles given by

ρ = ρ0exp
[
−
gRs

RT0

(
1 −

Rs

r

)]
(6)

p = ρRT0, (7)

where R is the gas constant of the plasma, g= 274 m s−2 is the
gravitational acceleration of the solar surface, the density at the
base ρ0 = 1.67× 10−12 kg m−3, Rs = 6.96× 108 m is the radius of
the Sun, and the initial temperature T0 is 2 MK. The velocity
field is initially imposed to zero (Fan 2010; Pagano et al. 2015).

3.2. Boundary conditions

Because the CME expands laterally during its outward propaga-
tion, the setting of the computational domain should be a com-
promise between the limited computational resources available
and the requirement to reduce the effect of the boundaries on
the evolution of the CME. The size of vector magnetograms of
AR 12371 provided by the SDO/HMI is about 12◦–26◦. The bot-
tom of computational domain is 30◦–45◦, which is significantly
larger than the size of the vector map. In addition, we aligned
the computational domain with the vector map and keep their
centers coincident with each other.

On the bottom boundary, we applied two methods to prescribe
the conditions according to whether the region is covered with
the vector magnetograms. For the area covered with the magne-
tograms, the three components of the magnetic fields on the bot-
tom boundary are updated with the vector magnetograms after
some treatments. The strength of magnetic field in the original
observed magnetograms, as high as thousands of Gauss in the
active region, is too strong to be directly employed in the MHD
simulation. We first smoothed the magnetograms with Gaus-
sian window of σ= 2 arcsec. To remove the temporal oscilla-
tions, we also smoothed the data in time with Gaussian window
ofσ= 4× 12 min (Yamamoto & Kusano 2012; Jiang et al. 2016).
Then, following the approach proposed by Wu et al. (2006),
we reduced the strength of the magnetic field by dividing the
smoothed magnetograms by 40 to get the final magnetic field maps
that are input into the numerical model. This can guarantee that
the plasma beta over an active region ranges from 10−3 to 10−1

at the lower corona (Gary 2001). Figure 3 shows the three com-
ponents of the vector magnetogram observed by SDO/HMI and
the map preprocessed by the above techniques. The three-order
Lagrange interpolation is employed to achieve the magnetic fields
on the computational grids at the observational instants from the
preprocessed vector magnetograms due to the consideration that
the resolution of the vector magnetograms is higher than that of the
computational grids. We call these interpolated magnetograms as
the “spatially-interpolated magnetic maps”. The magnetic fields

1 Available from http://jsoc.stanford.edu/
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Fig. 7. Horizontal velocity derived from the DAVE4VM technique overlaid on Br maps. The arrow shows transverse velocity of flux motions, and
the white and black regions show positive and negative radial component of magnetic polarities, respectively. North is at the top and west to the
right.

on the bottom boundary are updated at each time step by uti-
lizing the linear interpolation between two sequential spatially-
interpolated magnetic maps. The velocity field on the bottom
boundary can be updated by applying the algorithm of Differential
Affine Velocity Estimator for vector magnetograms (DAVE4VM:
Schuck 2005, 2006, 2008). This method is an approach to infer the
magnetic footpoint velocities from a sequence of magnetograms
by exploiting a variational principle to minimize deviations in
the magnitude of the magnetic induction equation constrained
by an affine velocity profile. Figure 4 shows the vector velocity
field derived from the DAVE4VM algorithm. We have employed
the compatible equations associated with the eigenvalues of vr −

vfr and vr (vr is the radial component of the plasma flow veloc-
ity, vfr is the fast magnetosonic speed in the r-direction, vfr =

1/
√

2
√

(γp + B · B)/ρ+
√

[(γp + B · B)/ρ]2 − 4γpB2
r /ρ2) in the

projected normal characteristic (PNC) approach to determine
the density and thermal pressure. The variable ψ is set to zero
(Susanto et al. 2013).

For the area without vector magnetograms, we applied
the PNC method to determine the boundary conditions. The
PNC method, first proposed by Nakagawa (1980, 1981a,b) and
Nakagawa et al. (1987), was widely employed in many numeri-
cal studies (Wang et al. 1982, 2011; Wu & Wang 1987; Wu et al.
2001, 2006; Hayashi 2005; Hayashi et al. 2006, 2018; Feng et al.
2010, 2012; Yang et al. 2012; Li et al. 2018; Li & Feng 2018).
The method can keep the physical consistency and reduce the
unphysical vibrations near the sub-Alfvénic solar surface bound-
ary to an acceptable level (Yang et al. 2012).

In practice, the variable ψ is set to zero, and the other eight
variables are solved by the PNC method. The approach finds the
Eigenvalues of the Jacobian matrix with each of them represent-
ing one basic wave and the associated equations. For the out-
going waves that propagate from the computational domain to
the outside, the associated compatible relations can be used to
prescribe the boundary conditions. For typical radial speeds on
the bottom boundary, there are three outgoing waves. We used
the first-order upwind differencing method to calculate the spa-
tial derivatives of the solution variables in the r-direction, and

employed the central difference method in the θ and φ direc-
tions. For the incoming waves that propagate from outside of
the computational domain to the inside, we used non-reflecting
boundary conditions to fully determine all physical quantities
(Wu et al. 2001; Li et al. 2018). For details of the Eigenvalues of
the Jacobian matrix, their associated compatible equations, and
the additional equations for the incoming waves, please refer to
Hayashi (2005) and Yang et al. (2012).

For the four lateral planes and the top boundary, we also
used the PNC method to update the variables at each time step.
We note that the outward normal directions for these boundaries
are different from each other. Therefore, the Eigenvalues and
the related compatible relations should also be modified accord-
ing to the corresponding Jacobian matrices and outward normal
directions.

4. Results

4.1. Observation results

To examine the evolution of the magnetic flux, we divided the
magnetic flux into positive and negative parts according to the
sign of the radial component of the magnetograms. The magnetic
flux is acquired by calculating the product of the area (A) and the
radial magnetic field (Br). We used the equation F+ =

∑
Br>0 BrA

and F− =
∑

Br<0 BrA to calculate the positive and negative flux,
respectively. The positive and negative magnetic flux as a func-
tion of time are presented in Fig. 5. We find the magnetic flux of
the active region undergoes two stages. In the first stage (from
11:00 to 13:00 UT), both the positive and negative flux decrease.
This is probably due to the shear and convergence motions of
the sunspots that result in cancellation between opposite polari-
ties. In the second stage (from 14:00 to 20:00 UT), both the posi-
tive and negative flux increase significantly. It’s worth noting that
the positive magnetic flux undergoes quick rise before the flare
(about 16:00 UT). This process lasts for about an hour. We per-
formed a linear fit to the time profiles of magnetic flux between
16:20 UT and 17:39 UT and calculate the slopes. The estimated
positive and negative flux increase rates are 3.879× 1020 Mx h−1
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Fig. 8. Snapshots of SDO/AIA 94 Å maps at four different times that show the development of the inverse S-shaped flux rope in active region.

and 9.697× 1019 Mx h−1, respectively. During the flare, both the
positive and negative flux increase sightly. On the other hand, the
increase rate of the negative flux is higher at the peak of GOES
1−8 Å soft X-ray flux.

We selected three areas in the active region (see Fig. 1). The
Area1 mainly includes sunspot N1, the Area2 contains sunspots
P1, P2, and N2, the Area3 contains sunspots P1 and N2. Figure 6
shows the magnetic flux evolution of these three areas. The pos-
itive flux decreases slowly in the Area1 from 11:00 to 13:00 UT,
while the negative magnetic flux decreases quickly during this
time. We can see the positive flux decreases from 11:00 to
13:00 UT in the Area2. There is no obvious change of the posi-
tive and negative flux in the Area3 from 11:00 to 13:00 UT. We
can find many small magnetic polarities around the four sunspots
N1, N2, P1, and P2. The magnetic flux cancellation may occur
there. From 14:00 to 17:30 UT, the increase of positive magnetic
flux of the active region comes from the Area1 and Area2, while
the Area2 mainly contribute to the increase of negative flux. Dur-
ing the flare, the magnetic flux in the Area1, Area2, and Area3
all change significantly. This is possibly due to the magnetic flux
injection and cancellation.

We obtain the velocity flow from the sequence of the
HMI vector magnetograms on the photosphere by using the
DAVE4VM algorithm (Schuck 2005, 2006, 2008). In this analy-
sis, we used a FWHM of the resolving window of 6′′.

Figure 7 displays the selected velocity field maps. From the
maps, we can clearly distinguish the persistent shearing motion
between the positive polarity sunspot P1 and the negative polar-
ity sunspot N2. However, both the northern parts of the two
sunspots N2 and P1 are subjected to the northeast direction
shearing motions. The southern part of the N2 is subjected to
the shearing motions directed to the southwest and the southern
part of polarity sunspot P1 moves to the southeast directions. We
can also find the converge motions towards the polarity inversion
line from the center of the negative sunspot N2 (the yellow cir-
cle area). In the northeast part of the polarity, the flow arrow
suggests that the sunspot rotates in the anticlockwise direction.
The negative polarity N2 also shows flows towards the west. In
the west, the sunspot N1 expands to the surrounding. Some frag-
ment opposite polarities are distributed around the sunspot N1,
N2, and P1. The motion of sunspots can interact with these oppo-
site polarities.
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Fig. 9. RHESSI images at 6−12 keV (blue) and 12−25 keV (yellow) energy range using the CLEAN reconstruction algorithm overlaid on AIA 94 Å
and HMI images near the peak phase of the flare (integrated for 30 s). The contour levels are 50, 70 and 90% of the peak intensity.

Fig. 10. Radial component of the velocity on the r − φ plane through the center of the PIL at t = 6.6 h and t = 7.7 h.

The active region shows complex interaction phenomena.
These persistent converge shearing motions, flux cancelation,
rotation and emergence are likely responsible for the intense
flare and violent eruption.

From the observations of SDO/AIA 94 Å (see Fig. 8), two
J-shaped structure can be recognized (tagged as L1 and L2,
respectively) at 13:46 UT. These two J-shaped loops last for sev-
eral hours until 17:32 UT. The sudden brightening arises near
the neutral line. Subsequently, the area of the brightening part
increases gradually. An inverse S-shaped structure can be clearly
distinguished and the former two J-shaped structures disappear
at 18:54 UT.

We added two RHESSI images to investigate the magnetic
reconnection sites during the flare. Figure 9 shows the AIA 94 Å
and HMI maps with contours of the RHESSI X-ray 6−12 keV

and 12−25 keV using the CLEAN algorithm (Hurford et al. 2002)
with 30 s integration time. The contour levels are at 50%, 70%
and 90% of the peak intensity. Interestingly, the X-ray sources are
co-spatial with sunspots N2 and P1, where the brightening in the
AIA channels is detected (see Fig. 8). These suggest that the mag-
netic reconnection most likely occurred at the location between
the sunspots of opposite polarities (N2 and P1).

4.2. Simulation results

Figure 10 shows the radial velocity of the plasma. We can see
that the maximum velocity is located in the vicinity of the PIL
and between P1 and N2. At the time of t = 6.6 h, the maxi-
mum radial velocity is about 700 km s−1. We note in particu-
lar that in the front there is a fan-shaped structure with higher
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Fig. 11. Evolution of the magnetic and kinetic energy in the whole
domain.
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Fig. 12. Evolution of the magnetic energy above sunspots P1 and N2.

velocity driven by the propagation of the coronal mass ejection.
This fan-shaped structure in our simulation resembles shock
waves caused by CMEs.

To study the evolution of the energy in the whole domain,
we calculate the magnetic energy (EMag =

∫
V

B2

8π dV) and kinetic

energy (EKin =
∫

V
ρu2

2 dV), where B is the magnetic field, V
denotes the volume of the computational domain, ρ is the plasma
density, and u is the plasma velocity. Figure 11 shows the mag-
netic and kinetic energy as a function of time. Initially, the mag-
netic energy in the domain increases gradually after we input
the magnetic maps. About 5.5 h later, the growth curve of the
magnetic energy changes much steeper as a result of the flux
emergence keeping a rapid rate of growth during this period (see
Fig. 5). The changes of kinetic energy show a similar trend with
magnetic energy. The kinetic energy keeps in a lower level at
the beginning stage and then gradually increases with time. We
analyze the evolution of magnetic energy above the sunspots P1
and N2 (see Fig. 12), the region is as follows: 1 Rs < r < 1.3 Rs,
75.4◦ < θ < 81.4◦, 34.5◦ < φ < 40.5◦. The magnetic energy
begins to decrease at about 5.8 h. This may be caused by the
magnetic reconnection or cancellation.

To follow the propagation of the plasma, Fig. 13 shows the
slice of density distribution along r − φ plane through the mid-
dle of the PIL at different times. From this sequence, we can
clearly see a higher dense bow front, a subsequent low density
cavity, and a densest core in the center. These distributions of

plasma correspond to the three parts of standard CMEs. In the
early phase, the plasma gradually converges near the base of the
corona. At the time of t = 5.4 h, a loop structure composed of
plasma is formed. We find a low density region under the loop,
which is followed by a more dense core. Besides the forward
movements, the CME also expands laterally.

Figure 14 shows the magnetic field lines at different times.
From the map we can identify two bundles of the wrested J-shaped
loops at the time of t = 2.8 h, which are tagged as L1 (P2 to N2)
and L2 (P1 to N1), respectively. The PIL is located between P1 and
N2. In our simulation, we also discover the similar phenomenon
with 17:32 UT corresponding to the time t = 6.0 h in the simula-
tion. The primary loop L1 (connect P2 and N2) and loop L2 (con-
nect P1 and N1) disappear and turn into a longer inverse S-shaped
loop L3 (connect P2 and N1). This situation is consistent with
the observation which is similar to the tether-cutting reconnec-
tion. However, from the map of Fig. 6, the flux near the PIL grows
quickly from 14:00 UT, especially during the flare. The increas-
ing rate of the magnetic flux reaches its maximum. This shows
a strong link between the eruptions and the magnetic emergence.
Thus, we confirm that the occurrence of the coronal mass ejection
and flare are caused by the combined effects of the tether-cutting
reconnection and the flux emergence.

Figure 15 shows snapshots of the three-dimensional mag-
netic field evolution. The active region is covered by different
magnetic arcades. Here we use different colors to distinguish
different magnetic flux systems. The green magnetic field lines
denote the magnetic field lines that connect P1 and N2. The two
J-shaped magnetic field lines are colored pink and baby blue,
respectively. The magnetic field lines that connect P2 and N1
formed in the later phase are denoted as black field lines. In
the early phase (t = 2.8 h) of the dynamics, the pink, green,
and baby blue magnetic systems can be seen. The pink and
baby blue field lines show the J-shaped morphology. Overly-
ing the PIL we can see the green field lines, which is also on
the top of one foot of the pink field lines and baby blue field
lines. Between the times of t = 2.8 h and t = 6.0 h, part of
the pink and baby blue field lines are reconnected. These two
sets of field lines change their connectivity. The newly formed
field lines are shown in black, and connect the polarity of P2
and N1. After reconnection, the blue field lines across the PIL
are raised by the rising black field lines. The pink and baby blue
field lines become more perpendicular towards the bottom. At
the time of t = 7.7 h, the configuration of the ejected flux ropes
become significantly more complex and parts of the field lines
change their connectivity. As the flux rope continues to move
up, they interact with each other. The magnetic reconnection
keeps happening. Then at t = 8.8 h the ejection reaches the
outer boundary and the dynamics of the field lines are no longer
followed.

We calculated the decay rate of the corresponding radial
magnetic field with height along the radial direction through
the center of the AR by using the equation n = − h

Br

∂Br
∂h

(Jiang et al. 2014). Where Br is the radial component of the mag-
netic field, h is the distance to the solar surface. The critical
value for the torus instability is about ncr = 1.5 (Kliem & Török
2006; Démoulin & Aulanier 2010). The flux rope L3 (marked
in Fig. 14) gradually reached the height (about 0.11 Rs) of the
critical value for torus instability at about 5.1 h (see Fig. 16).
We infer that the tether-cutting reconnection pushes the newly
formed flux rope to the height where torus instability can
happen.
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Fig. 13. Snapshots of the plasma density distribution on the r − φ plane through the center of the PIL. The black dot denotes the front of CME,
where the distance from the Sun’s surface and the longitude have been given.
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Fig. 14. Two perspectives of the selected field lines (black) of the active region at different times. The bottom boundary is colored with radial
magnetic field.

5. Discussion

Many explosive phenomena are associated with flux cancellation.
In the mean time, magnetic reconnection takes place in the corona.
Wang & Shi (1993) observed flux cancellation in the photosphere,
and they pointed out that the magnetic energy converted by recon-
nection is important for the following explosive solar activities.
Zhang et al. (2001) analyzed the process of magnetic evolution
of NOAA 9077 by using observational data, and they find that
the magnetic flux cancellation in the vicinity of the neutral line
is responsible for the filament eruption and the flare’s onset.

Emerging process which transfers the free energy from the
convection zone to the surface is very important for the buildup of
the magnetic energy in the corona (Forbes 2000). Magara (2006)
study the activities on the photosphere and solar atmosphere by
using 3D MHD simulation. Their results showed that a twisted
flux rope is created by the flux emergence. Kumar et al. (2013)
analyzed the multiwavelength data of the NOAA AR 11112. They
findthat theemergingprocess isessential forproducingsolarflares
and might result in sunspots rotation.

Tether-cutting reconnection has close relationship with
the flux rope ejection (DeForest et al. 2013; Chen et al. 2016;
Moore et al. 2018). Liu et al. (2010) investigated a sigmoid
eruption, and they found a twisted flux rope formed via tether
cutting. The simulation performed by Aulanier et al. (2010)
showed that the tether-cutting reconnection was important for
flux rope formation, but the eruption was triggered by torus
instability. The AIA and RHESSI observations (see Figs. 8 and 9)
suggest the occurrence of the tether-cutting reconnection. Our

analysis also reveals that the flux reached a region that can trigger
torus instability.

6. Summary

In this paper, we present a 3D MHD data-driven simulation for
the CME eruption from the NOAA AR 12371. Initially a current-
free potential filed is made to represent the basic magnetic
structure in the corona. Then, the time sequences of the vec-
tor magnetograms and the vector velocity maps are input into
the bottom to simulate the evolutions of coronal magnetic fields
in responds to the photospheric variations. Our aim is to inves-
tigate the physical mechanisms for the flux rope formation and
the cause of the CME eruption under the real background.

The active region 12371 contains four large sunspots, one
negative (N1) in the west side, and the following one also
has negative polarity (N2). Besides the negative N2, there is a
positive sunspot (P1). The negative sunspot P2 is in the east. The
distribution of the sunspots is shown in Fig. 1. With the motion in
the photosphere, such as shear and convergence, two J-shaped flux
ropes were formed with one connecting the polarity N1 and P1,
the other one connecting the polarity N2 and P2. The configura-
tions of the two J-shaped flux ropes are consistent with the descrip-
tion of the tether-cutting reconnection proposed by Moore et al.
(2012, 2018). We analyzed the magnetic flux of the active region.
The results show that both the negative and positive magnetic
flux increased before the flare. These indicate that the energy is
injected into the active region which can provide the fuels for
the eruption. The emergence of the magnetic flux contributed to
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Fig. 15. Snapshots of three dimensional magnetic field lines of AR 12371 at different times. Different flux systems are shown with different colors.
Left column: magnetic field lines viewed from the top. Right column: magnetic field lines viewed from the side. The bottom boundary is colored
with radial magnetic field. The domain is outlined by the red curves.
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Fig. 16. Height of the critical value n = 1.5 (red line). The green line
shows the height of the flux rope L3.

the change of the magnetic configuration and induced the mag-
netic field to reconnect with the pre-existing ones. These could
reduce the confinement of the ambient field above the flux rope
and prompted the flux rope to rise to a higher place. During the
phase of the flare, the magnetic flux of the four sunspots showed
great variations, which indicates that the flux injection and can-
cellation occurred there. The horizontal velocity maps (see Fig. 7)
show the complicated movements of the sunspots in this active
region with the shearing and converging motions near the PIL.
From the observation of the AIA 94 Å, two J-shaped flux ropes can
be identified before the flare onset. During the time of the flare, we
can find a brighter area above the PIL. The RHESSI X-ray con-
tour maps (see Fig. 9) show the high energy release site above the
PIL. These phenomena can be evidence of the magnetic reconnec-
tion. After the flare, two J-shaped flux ropes were reformed into
an S-shaped flux rope. This scenario is similar to the tether-cutting
reconnection. Our simulation results reproduce these processes as
seen from Figs. 14 and 15. The results of our simulation are con-
sistent with the AIA and RHESSI observations. These reveal that
our model is successful in simulating this eruption event. We also
analyzed the decay index of the magnetic field, and found that the
flux rope gradually rose to the height where the decay index of the
surrounding magnetic field close to 1.5. Therefore, we concluded
that the tether-cutting reconnecting caused the lifting of the flux
rope when the flux ascend to the height where the torus instability
occurred. The flux rope finally erupted due to the multiple factors
mentioned above.
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