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[1] The interaction of the solar wind and Earth’s magnetosphere is complex, and the
phenomenology of the interaction is very different for interplanetary coronal mass
ejections (ICMEs) compared to their sheath regions. In this paper, a total of 71 intense
(Dst < —100 nT) geomagnetic storm events in 1996-2006, of which 51 are driven by
ICMEs and 20 by sheath regions, are examined to demonstrate similarities and differences
in the energy transfer. Using superposed epoch analysis, the evolution of solar wind
energy input and dissipation is investigated. The solar wind-magnetosphere coupling
functions and geomagnetic indices show a more gradual increase and recovery during the
ICME-driven storms than they do during the sheath-driven storms. However, the
sheath-driven storms have larger peak values. In general, solar wind energy input (the
epsilon parameter) and dissipation show similar trends as the coupling functions. The
trends of ion precipitation and the ratio of ion precipitation to the total (ion and electron)
are quite different for both classes of events. There are more precipitating ions during the
peak of sheath-driven storms. However, a quantitative assessment of the relative
importance of the different energy dissipation branches shows that the means of input
energy and auroral precipitation are significantly different for both classes of events,
whereas Joule heating, ring current, and total output energy display no distinguishable
differences. The means of electron precipitation are significantly different for both classes
of events. However, ion precipitation exhibits no distinguishable differences. The energy
efficiency bears no distinguishable difference between these two classes of events.
Ionospheric processes account for the vast majority of the energy, with the ring current
only being 12%—14% of the total. Moreover, the energy partitioning for both classes of

events is similar.
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1. Introduction

[2] Manifestations of coronal mass ejections (CMEs) from
the Sun are frequently observed in the solar wind near Earth
and are commonly called interplanetary coronal mass ejec-
tions (ICMEs). ICMEs are also called ejecta, which could be
either magnetic clouds (MCs) or noncloud ejecta. ICMEs
moving faster than the ambient solar wind will compress
and deflect the upstream flow. If the relative speed of the
two plasma regimes is greater than the fast mode MHD
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wave speed, then a fast shock will form ahead of the ICME.
The region of the compressed solar wind bounded by the
shock front and the ICME’s leading edge is referred to as the
sheath region. Within a sheath the direction of the magnetic
field can change several times from south to north while
within an ICME the magnetic field direction typically
changes smoothly over timescales of a day. The passage of
southward directed (Bs) interplanetary magnetic field (IMF)
in both ICME and sheath can drive strong magnetospheric
activity [e.g., Gonzalez and Tsurutani, 1987; Tsurutani et al.,
1988; Gonzalez et al., 1994; Richardson et al., 2002;
Huttunen and Koskinen, 2004; Zhang et al., 2007, 2008b].
Guo et al. [2010a] compared the geoefficiency of ICMEs
and sheath regions in the near-Earth space by using solar
wind-magnetosphere coupling functions, and found that
these two structures show comparable Newell function
[Newell et al., 2007], whereas they reveal statistically
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meaningful differences in the dayside reconnection rate
according to the Borovsky function [Borovsky, 2008]. Fur-
thermore, the passages of sheath regions are usually short in
duration, because their radial sizes are smaller than that of
corresponding ICMEs [e.g., Forsyth et al., 2006; Lepping
et al., 2006; Gopalswamy, 2006; Yermolaev et al., 2007,
2009; Gopalswamy et al., 2008; Zhang et al., 2008a].
Therefore, it is interesting to separate magnetospheric
activity due to ICME and the compressed sheath region that
precedes ICMEs since the solar wind parameters that control
solar wind-magnetospheric coupling have a significantly
different behavior within these structures. In fact, significant
differences in the magnetospheric response between ICMEs
and their preceding sheath regions have been reported [e.g.,
Huttunen et al., 2002, 2006, 2008; Huttunen and Koskinen,
2004; Koskinen and Huttunen, 2006; Pulkkinen et al.,
2007]. For instance, the storms driven by sheath regions
have stronger auroral activity, stronger magnetotail field
stretching, larger asymmetry in the inner magnetosphere
field configuration, and larger asymmetric ring current,
while the ring current enhancement is stronger in the storms
driven by magnetic clouds [Huttunen et al., 2002, 2006;
Pulkkinen et al., 2007].

[3] Geomagnetic storms represent a significant dissipation
of energy through the magnetosphere. The energy that is
derived from the solar wind flow and the subsequent power-
ful conversion of that energy takes several different forms.
Ring current injection and decay, ionospheric Joule heating,
particle precipitation into the atmosphere, and several
related physical processes are noticed clearly in large storm
events [e.g., Akasofu, 1981; Knipp et al., 1998; Lu et al.,
1998; Baker et al., 2001; Koskinen and Tanskanen, 2002;
Pulkkinen et al., 2002; Tanskanen et al., 2002; Feldstein
et al., 2003; Palmroth et al., 2003; Vichare et al., 2005; Guo
et al., 2008, 2010b; Turner et al., 2009]. It is particularly
important to determine how much energy is absorbed by the
magnetosphere from the solar wind flow during storm
events. Given such a determination, it is of further great
value to understand quantitatively how this input energy is
partitioned among the various “branches” that represent the
energy dissipation occurring during storms. Moreover, pre-
vious research works found that the ratio of measured
energy output to estimated energy input (the geoefficiency)
varied with the type of the solar wind driver [Turner et al.,
2006, 2009; Lu, 2006].

[4] Richardson et al. [2002] separated solar wind struc-
tures into transient solar wind structures, high-speed streams
(HSS), and slow speed wind. The transient solar wind
structures are ICMEs and their preceding associated shocks
and compressed sheath regions. These transient structures
maximize during solar maximum, and account for the largest
minimum Dst in magnetic storms. HSS are usually preceded
by compressed corotating interaction regions (CIRs) and are
prominent in the descending and minimum phases of the
solar cycle. Turner et al. [2006, 2009] compared the geoef-
ficiency and the energy partitioning of magnetic storms
related to ICMEs with those related to the longer-lasting
CIRs with HSS. They found that the average energy output
of CME storms to be larger than CIR storms, but the
geoefficiency of CIR storms to be greater than CME storms.
They did not differentiate the ICME storms from those
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driven by their sheath regions, as we propose to do in the
present study.

[5] These factors motivate the present study: to investi-
gate similarities and differences in energy input and dissi-
pation during the ICME- and sheath-driven storms. Note, in
this paper, geomagnetic storms driven by ICMEs and their
preceding sheath regions are termed as ICME-driven storms
and sheath-driven storms, respectively. The statistical studies
by Zhang et al. [2007] and Guo et al. [2010a] suggest that
these two structures have comparable energy transfer effi-
ciencies. Thus, the relative contribution is mainly caused by
the amount of the time spent within each of the structures,
and the ICME usually dominates energy input into the
magnetosphere during these storms. The differences in
energy input and dissipation during the ICME- and sheath-
driven storms could be possibly responsible for the differ-
ences in the magnetospheric responses noted above.

2. Event Selection and Analysis Methods

[6] The storm events are selected from the list of the
90 intense geomagnetic storms (Dst < —100 nT) complied
by Zhang et al. [2007, 2008b]. This list covers the period
from 1996 to 2006. When considering only the main dip
associated with the peaks of each intense storm, they found
that 51 of these 90 main dips were caused by ICMEs, 20 by
sheath regions, 9 by shocks propagating through preceding
ICMEs, and 10 by corotating interaction regions. In this
study, we focus our efforts on two sets of drivers: (1) ICMEs
and (2) the sheath regions preceding ICMEs. Thus, we select
a total of 71 storms, of which 51 are mainly driven by
ICMEs and 20 by sheath regions. As an ICME is often
preceded by a sheath region, an ICME-driven storm may be
affected by both the ICME structure and the preceding
sheath. However, this kind of contamination by the sheath
may not be significant, since the mean IMF Bs in ICMEs
are much larger than those in the sheath regions for most
ICME-driven events [e.g., Zhang et al., 2007, 2008a].
Moreover, the radial sizes of the ICMEs are also much
larger. Similarly, a sheath-driven storm may also be affected
by the ICME structure. The contamination by the ICME
may also not be significant for our results, since for the
selected sheath-driven events, the IMF turns rapidly north-
ward at the peak of the storm and remains northward in the
recovery for the sheath-driven storms (shown in Figure 1).
In any case, the “contamination” of ICME and sheath tends
to dilute the distinct geoeffective effects between the two
types of drivers. For each storm, the solar wind magnetic
field and plasma parameters are available from the 1 h aver-
aged OMNI database (GSM coordinates at 1 AU).

[7] For these ICMEs and sheath events, superposed epoch
analyses are carried out on solar wind parameters, wind-
magnetosphere coupling functions, geomagnetic indices,
and solar wind energy input and dissipation data, in order to
show similarities and differences in the temporal evolution
of energy transfer during the ICME- and sheath-driven
storms. For cloud-driven storms, a standard “trigger” to take
for the zero epoch of the data superposition is the minimum
value of the Dst index for the storm. Taking a single trigger
at Dst minimum to analyze CME-driven storms is a method
that mixes several cloud-driven storm phases together
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Figure 1. Superposed solar wind parameters during the ICME- and sheath-driven storms. Epoch time is
set to be the minimum value of the Ds¢* index for each storm, indicated by the vertical dashed line. From
top to bottom: the IMF Bz, the solar wind speed v, the solar wind density N, the Y component of the
electric field Ey, the dynamic pressure Pdyn, the Alfvén Mach number My, and the Dst* index. The
red and blue solid lines define the mean for the ICME- and sheath-driven storms, respectively, and

the dotted lines represent =1 standard deviation.

owing to the storm-to-storm differences in the sequences,
and to the different temporal durations of the phases. Sim-
ilarly, in the present study the zero epoch time used is the
trigger on the minimum value of Dst*. The Dst* index is the
solar wind dynamic pressure-corrected Dst index. According
to the paper of Burton et al. [1975], Dst* = Dst — bP'? + ¢,
where P is the solar wind dynamic pressure and the con-
stants b and ¢ are b = 7.26 and ¢ = 11.0 as derived by

O’Brien and McPherron [2000]. Data are taken from 24 h
prior to and 48 h following the zero epoch to cover the
period from storm onset through to recovery.

[8] In addition to the temporal evolution of energy
transfer, for each storm, we also estimate the integrated
values of the energy input and the energy dissipated via ring
current, Joule heating and auroral precipitation, which we
have summed and referred to as energy output. Each storm
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is considered to begin at the first decrease in Dst* and end
when the Dst* has recovered 80% from its lowest value. In
what follows we examine statistically similarities and dif-
ferences in energy partitioning for the ICME- and sheath-
driven storms.

3. Superposed Epoch View

3.1. Solar Wind Behavior

[s] Figure 1 shows the superposed epoch analysis for
selected solar wind parameters for the ICME- and sheath-
driven storms. From top to bottom are the IMF B, the solar
wind speed v, the solar wind density N, the Y component of
the electric field Ey, the dynamic pressure Pdyn, the Alfvén
Mach number M, and the Dst* index. The red and blue
solid lines define the mean for the ICME- and sheath-driven
storms, respectively, and the dotted lines represent +1
standard deviation. The trigger time marked by the vertical
dashed line is the zero epoch, the minimum value of the
Dst* index. Typical signatures of solar wind structures can
be seen in the trends in the solar wind data used in the
superposed epoch study. The time profile of IMF Bz shows
a more gradual change and its peak is slightly greater during
the ICME-driven storms than it is during the sheath-driven
storms. On average, the solar wind velocity and dynamic
pressure are considerably higher for the sheath-driven
storms compared to the ICME-driven storms. The solar
wind density for the ICME-driven storms is larger than that
for the sheath-driven storms within the period from —24 h to
=9 h of the epoch, and then the opposite situation occurs
within the period from —9 h to 6 h of the epoch. Later, the
density is comparable for both classes of events. During the
storm main phase, the electric field Ey for the sheath-driven
storms and the ICME-driven storms are comparable. How-
ever, Ey turns dawnward and remains dawnward during the
recovery phase for the sheath-driven storms compared to the
ICME-driven storms. The Alfvén Mach number in the early
phase (from —18 h to 8 h of the epoch) is larger for the
sheath-driven storms compared to the ICME-driven storms,
and the opposite is true in the later phase.

3.2. Coupling Efficiency of the Solar Wind With the
Magnetosphere

[10] To investigate the coupling efficiency of the solar
wind with the magnetosphere during the ICME- and sheath-
driven storms, we use two types of solar wind-magnetosphere
coupling functions, namely, the solar wind “driver function”
and the solar wind “control function” (cf. Borovsky, 2008).
The driver functions are derived with “tuning” to optimize
correlation coefficients between magnetospheric measure-
ments and solar wind measurements, while there are no
explicit free parameters in the control function.

[11] The solar wind driver function used is the Newell
formula (equation (1)) [Newell et al., 2007]:

d®/dt = v/ B sin®/3 (g) (1)

The variables v, B, and # on the right-hand side are given
in SI units and denote the solar wind velocity, the solar wind
magnetic field perpendicular to the Sun-Earth line, and the
IMF clock angle, respectively. The Newell formula was
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found to be better correlated with the magnetic indices than
other candidate coupling functions listed in the work of
Newell et al. [2007, Table 1]. That is the reason why the
Newell formula is selected for this study.

[12] The solar wind control function used is the Borovsky
function [Borovsky, 2008]; that is, a reconnection rate
written in terms of upstream solar wind parameters:

R = 0.4u5% sin(6/2)p* (1 4 0.5M;,2) (1 + ;)72

lep+ (1 +ﬂs)‘1/2pm}71/2 {(1 +ﬁ;)‘/2+1}71/2 (2)

where [,
By =32 x 1072M}* (3)

is the plasma beta of the magnetosheath near the nose of the
magnetosphere,

C = {[1/4]°+[1/(1 + 138 log, (M,))]°}/° (4)
is the compression ratio of the bow shock,
Mys = v/((B/47p) + 2P/p)'"? (5)
is the magnetosonic Mach number of the solar wind, and
M, = v(4mp)'* /B (6)

is the Alfvén Mach number of the solar wind. A term sin(6/2)
is also added to account for the component reconnection
when the IMF has a clock angle of 6. In these expressions v,
p, B, and P are the speed, mass density, magnetic field
strength, and particle pressure (thermal plus kinetic) in the
upstream solar wind. In calculating the Borovsky function,
we take p,, = 0 since there is no information available about
the dayside magnetospheric mass density p,, [see Guo et al.,
2010a]. The control function was found to be successful, as
good as the best solar wind driver function in the literature
[Borovsky, 2008].

[13] Figure 2 shows the results of superposed epoch
analyses for the Newell parameter and the Borovsky
parameter during the ICME- and sheath-driven storms. The
Newell parameter shows a more gradual increase and
recovery during the ICME-driven storms than it does during
the sheath-driven storms. The peak values occur at about
1 to 2 h prior to the zero epoch, moreover, it is slightly
larger for the sheath-driven storms. On average, the Newell
parameter is larger for the ICME-driven storms. The
Borovsky parameter trends in a similar way to the Newell
parameter.

3.3. Geomagnetic Response

[14] The geomagnetic activity is examined using seven
indices: AL, AU, PC, Kp, SYM-H, ASYH, and Dst*. AL and
AU are the auroral electrojet indices, where the total elec-
troject AE = AU-AL. The PC index derived from polar
magnetic variations is primarily a measure of the intensity of
the transpolar ionospheric currents generated by the solar
wind interaction with Earth’s magnetosphere. We use the
northern hemisphere PCN index from Thule in this study.
The Kp index can be used to categorize storm intensity and
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Figure 2. Superposed solar wind driver function (Newell parameter) and solar wind control function
(Borovsky parameter) during the ICME- and sheath-driven storms. The red and blue solid lines define
the mean for the ICME- and sheath-driven storms, respectively, and the dotted lines represent =1 standard

deviation.

is a proxy for the strength of magnetospheric convection
[e.g., Thomsen, 2004]. The SYM-H index is a similar mea-
sure to the Dst index but has a 1 min resolution. The higher
resolution means that the SYM-H index can be used to
investigate geomagnetic activity on a smaller temporal scale,
such as sudden impulses (SI). The ASYH index is a measure
of the degree of asymmetry in the midlatitude magnetic
records, given as a maximum difference between measure-
ments at different longitudes. The Dst* index is the solar
wind dynamic pressure-corrected Dst index (described
above), which is considered to be a measure of intensity
of the ring current and can be used to categorize storm
intensity.

[15] Figure 3 shows the superposed geomagnetic indices
during the ICME- and sheath-driven storms. The auroral
and polar cap activity shows a faster increase and recovery
for the sheath-driven storms. The peak value of Kp is
slightly greater for the sheath-driven storms, but the average
Kp remains elevated over a longer period of time during the
ICME-driven storms especially before the Dst* minimum,
implying a longer period of the magnetospheric convection.
The ASYH index is significantly larger around the time of
the zero epoch for the sheath-driven storms. The maximum
values of the SYM-H indices for both sets are almost equal.
Furthermore, as we can see from the profiles of Dst* (cf.
Figure 1), the sheath-driven storms show a faster response at
storm onset defined as the time when Ds¢* starts to decrease
and shorter duration of the main phase defined as the time
interval from onset to Dst* minimum: The main phase
averages are 8 h for the sheath-driven storms and 14 h for
the ICME-driven storms. This is consistent with the result of

Pulkkinen et al. [2007]. The intensity at storm maximum is
slightly larger for the sheath-driven storms (Dst* =—176 nT)
compared to the ICME-driven storms (Dst* = —163 nT).
However, this difference is not statistically significant. The
recoveries defined as the time after Ds#* minimum for both
classes of events are quite similar.

3.4. Solar Wind Energy Input and Dissipation

[16] At present, there are no direct observational means of
determining the energy transfer from the solar wind to the
magnetosphere and thermosphere-ionosphere system. In
fact, we do not even know the details of how and where the
transfer takes place. The need to have useful estimates of
energy available for magnetospheric dynamics has led to the
formulation of a large number of coupling functions
[Koskinen and Tanskanen, 2002]. For the present study, we
use the well-known Akasofu function (or the epsilon
parameter) (equation (7)) [Akasofu, 1981]:

4
=""\B sin’ (g) I (7)

=) Ho
The variables v, B, 6, and /; on the right-hand side are given
in SI units and denote the solar wind velocity, the solar wind
magnetic field magnitude, the IMF clock angle, and the
scaling factor, respectively. The scaling factor was empiri-
cally determined to be /[y = 7 Rg [Perreault and Akasofu,
1978]. It is scaled to numerically correspond to the esti-
mated energy output in the magnetosphere and the physical
dimension of power for the energy input rate [Koskinen and
Tanskanen, 2002]. It is important to point out that the
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Figure 3. Superposed geomagnetic indices during the ICME- and sheath-driven storms. From top to
bottom: AL, AU, PCN, Kp, ASYH, and SYM-H. The red and blue solid lines define the mean for the
ICME- and sheath-driven storms, respectively, and the dotted lines represent £1 standard deviation.

epsilon parameter allows some knowledge of when more
energy is available and scales well with the energy output,
but does not necessarily capture the correct magnitude of
solar wind energy input [cf. Turner et al., 2009].

[17] Figure 4 shows the superposed solar wind energy
input using the epsilon parameter during the ICME- and
sheath-driven storms. The epsilon parameter trends in a
similar way as the Newell parameter and the Borovsky
parameter. On average, the epsilon parameter is larger for
the ICME-driven storms, but the peak value is slightly
larger for the sheath-driven storms.

[18] As noted above, the energy output is the sum of
auroral precipitation, Joule heating, and ring current. To
estimate the energy output, we use the same methodology as

that in the work of Turner et al. [2006, 2009], which is
briefly described below.

[19] Global auroral precipitation estimates are computed
using data from Defense Meteorological Satellite Program
(DMSP) and National Oceanic and Atmospheric Adminis-
tration (NOAA) satellites intercalibrated with each other by
Emery et al. [2008, 2009]. NOAA satellites provide esti-
mates of the total hemispheric power (HPt) from both
electron and ion sensors for energies <20 keV while the
DMSP satellites provide estimates of the electron hemi-
spheric power (HPe) from the electron sensors for energies
<20 keV ignoring the highest-energy channel between
20.62 keV and 30.18 keV [Emery et al., 2008]. The ion
hemispheric power (HPi) is deduced from the NOAA
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Figure 4. Superposed epoch analyses of solar wind energy input using the epsilon parameter during the
ICME- and sheath-driven storms. The red and blue solid lines define the mean for the ICME- and sheath-
driven storms, respectively, and the dotted lines represent £1 standard deviation.

satellites from the difference of the total and the electron
hemispheric powers (HPi = HPt-HPe), and account for
~10% of the total HPt [Emery et al., 2008]. The ion fraction
of the HPt for <20 keV energies is ~15%, ~7%, and ~8%—
10% for Kp~0, Kp~4 to 6, and Kp > 6+, respectively [Emery
et al., 2008]. Because the seasonal variations, IMF Bz
responses, and solar rotational amplitudes are different
between ions and electrons [Emery et al., 2008; B. A. Emery
et al., Solar rotation periodicities and the semiannual vari-
ation in the solar wind, radiation belt, and aurora, submitted
to Solar Physics, 2010], we calculate the global auroral ion
(Pi) and electron (Pe) inputs from the sum of the hourly HPi
and HPe estimates from each hemisphere for the present
study. The high energy contribution (>20 keV) to Pi is
estimated to be similar in magnitude to the low-energy
component (<20 keV) for Kp > 3+ [Fang et al., 2007;
Emery et al., 2008], leading to ion percentages of ~20% of
the total HPt. In this study, we confine ourselves to auroral
energies <20 keV.

[20] Joule heating is estimated using relations derived by
Knipp et al. [2004]:

JHgummer = 29.27|PC| + 8.18PC* — 0.04|Dst| 4- 0.0126Dst> (8)
JHequinox = 29.14|PC| + 2.54PC? + 0.21|Dst| + 0.0023Dst* (9)

JHyinter = 13.36|PC| + 5.08PC2 + 0.47|Dst| + 0.0011Dst® (10)

where PC is the PC index, Dst is the Dst index, summer is
defined as 21 April to 20 August, winter is 21 October to
20 February, and equinox is 21 February to 20 April and
21 August to 20 October. For equinox times, northern
hemisphere values are doubled to obtain a global value. For
summer and winter dates, a Joule heating estimate for
summer is added to a winter estimate to account for the
hemispheric seasonal differences. The resulting power
values are measured in megawatts.

[21] In addition to the energy dissipated into the high-
latitude ionosphere through Joule heating and auroral pre-
cipitation, energy that has been stored in the magnetosphere
is partly converted into ring current energization. We invoke

the empirical formula of Akasofu [1981] to estimate the ring
current energy injection rate:
Dst)
_l’_ N
-

where 7 in seconds is the ring current decay time and set to
8 h in the present study [Vichare et al., 2005]. Before
applying this formula (11), corrections should be made to
the Dst index. First, the Ds¢ index is the pressure corrected
according to Burton et al. [1975] (described above), in order
to remove the effects of magnetopause currents, and further
46% of it is subtracted to remove the influence of induced
ground currents and tail currents (see Turner et al. [2001]
for details).

[22] Figure 5 shows the superposed auroral precipitation
(Pt = Pi + Pe for <20 keV), Joule heating, ring current and
their total output during the ICME- and sheath-driven
storms. The auroral precipitation shows a faster increase and
recovery for the sheath-driven storms. The profiles of the
Joule heating for both classes of events are similar. The
profiles of ring current for both classes of events are quite
different before the zero epoch, whereas they are almost
overlapped after the zero epoch. The trends of total energy
output are similar for both classes of events because Joule
heating is dominant.

[23] In addition, it is interesting to further investigate
whether there are differences in the global auroral electron
(Pe) and ion (Pi) inputs between these two classes of storms.
Figure 6 shows the superposed Pe and Pi as well as the ratio
of Pi to the total (Pt = Pe + Pi) during these two classes of
storms. The profile of Pe shows a faster increase and
recovery for the sheath-driven storms. However, the peak
values of Pe are comparable for both classes of events. The
profile of Pi shows a faster increase and recovery for the
sheath-driven storms, where the peak value of Pi is signif-
icantly larger for the sheath-driven storms. The ratio of Pi to
the total Pt is significantly enhanced around 6 h prior to the
zero epoch for the sheath-driven storms when Bz exceeds
—5 nT and the solar wind speed v exceeds 500 km/s in
Figure 1. Usually for Bz increasing negative and v <525 km/s,
electron precipitation increases more rapidly than ion pre-
cipitation, so there is a decline in Pi/Pt for the ICME-driven

ODst

Urc = —4 X 10‘3( 5 (11)
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Figure 5. Superposed epoch analyses of energy deposited (auroral precipitation, Joule heating, ring cur-
rent, and total output) during the ICME- and sheath-driven storms. The red and blue solid lines define the
mean for the ICME- and sheath-driven storms, respectively, and the dotted lines represent +1 standard

deviation.

storms before the minimum Bz negative value about 2 h
prior to the zero epoch, and a gradual increase in Pi/Pt
afterward. For large v and Bz < —5 nT, as well as for all Bz
positive conditions, ion precipitation is favored, so the ratio of
Pi/Pt for the sheath-driven storms is larger than that for the
ICME-driven storms, especially in the Bz positive conditions
1 h after zero epoch [see Emery et al., 2008, Figure 10].
Similarly, 24 h before zero epoch when there appears to be a
slow decline in Bz from positive conditions for the ICME-
driven storms, the ratio of Pi/Pt is larger for ICME-driven
storms than for the sheath-driven storms because ion pre-
cipitation is relatively large for Bz positive conditions.

4. Energy Budget and Efficiency for Entire Storm

[24] Although superposed epoch analyses can reveal
similarities and differences in the temporal evolution of

energy transfer during the ICME- and sheath-driven storms,
it is useful to find out whether the differences are statisti-
cally meaningful. However, a quantitative assessment of the
relative importance of the different energy dissipation
branches can provide deeper insight into geomagnetic
storms. Therefore, we compute the integrated values of the
energy input and dissipation beginning at the first decrease
in Dst* to when the Ds¢* has recovered 80% from its lowest
value for each storm in both classes of events. The means
are listed in Table 1. The energy efficiency of each storm is
calculated by equation (12):

energy output

energy efficiency = energy input

(12)

where energy output is the sum of auroral precipitation,
Joule heating and ring current. Individual storm energy
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Figure 6. Superposed epoch analyses of the global auroral electron (Pe) and ion (Pi) inputs, as well as
the ratio of Pi to the total (Pt = Pe + Pi) during the ICME- and sheath-driven storms. The red and blue
solid lines define the mean for the ICME- and sheath-driven storms, respectively, and the dotted lines

represent =1 standard deviation.

efficiencies vary between 31% and 98% for ICMEs and
between 32% and 99% for sheaths, where their mean energy
efficiencies are also given in Table 1. To test the statistical
significance of the means in Table 1, we calculate the Stu-
dent’s ¢ statistic and its significance p [Reiff, 1990]. The
means of both classes of events are considered to be sig-
nificantly different if p <0.05 [Press et al., 1992]. However,
the Student’s ¢ test assumes that both classes of events
have the same true variance. If they have very different var-
iances, the difference between them may be difficult to
interpret [Press et al., 1992]. The corresponding p values are
listed in the last column of Table 1. For the ICME- and
sheath-driven storms, the means of input energy € and auroral
precipitation are significantly different, whereas Joule heat-
ing, ring current and total output energy show no distin-
guishable differences. Electrons are dominant in auroral
precipitation. The means of electron precipitation are signif-
icantly different for both classes of events. However, ion
precipitation yields no distinguishable differences. The
mean energy efficiency of the sheath-driven storms is 62%,
while that of the ICME-driven storms is 60%, but the dif-
ference between these two classes of events is not statistically
significant. The energy efficiency agrees reasonably well
with the result of Turner et al. [2009] where the mean energy
efficiency of the CME-driven storms is 62.7%.

[25] Table 2 shows the energy partitioning for the ICME-
and sheath-driven storms. Ionospheric processes account for
the vast majority of the energy, with the ring current only
being 12%—14% of the total. It should be noted that, owing

to a lack of reliable estimates, other processes cannot be
provided here, such as plasmoids [see leda et al., 1998] and
plasma sheet heating. However, excluding those processes,
the energy partitioning for both classes of events is similar,
as both classes of events distribute the available energy to
the ionosphere and ring current in comparable ratios.

5. Discussion

[26] It is interesting to test the statistical significance of
the means in Figures 1-6. Typically, we calculate the Stu-
dent’s ¢ statistic and its significance for each parameter at the
time point of peak value between the ICME-driven storms
and the sheath-driven storms. The results of the Student’s
t test for the peaks of various parameters are listed in Table 3.

Table 1. Mean Values of Energy Budget and Energy Efficiency
for Entire Storm®

ICME (10 J)  Sheath (10'®J)  p (¢ test)

Energy input () 18.22 12.22 0.0474
Electron precipitation 1.06 0.77 0.0006
Ton precipitation 0.11 0.12 0.4747
Auroral precipitation 1.17 0.89 0.0024
Joule heating 5.76 5.12 0.4951
Ring current 1.01 0.93 0.4004
Total output energy 7.94 6.94 0.3511
Energy efficiency (%) 60 62 0.6542

“The entire storm is considered to begin at the first decrease in Dst* and
end when the Dsr* has recovered 80% from its lowest value.
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Table 2. Mean Values of Energy Partitioning for Entire Storm

ICME (%) Sheath (%)
Auroral precipitation 14.7 12.8
Joule heating 72.6 73.8
Ring current 12.7 13.4

Note that if peaks do not appear simultaneously, we do the
Student’s ¢ test for the peak value of the sheath-driven
storms and the nonpeak value of the ICME-driven storms at
the same epoch time. Among all the selected parameters, the
peaks of the solar wind speed v, the density N, the dynamic
pressure Pdyn, the AU index, the Kp index, the ASYH index,
the ion precipitation, the ratio of Pi/Pt and the ring current
are significantly different for both classes of events. The
ASYH peak in the sheath-driven storms results from the
increase in the dynamic pressure Pdyn [Shi et al., 2006].
Because the AU index is governed by the directly driven
electric field in the dusk sector and the solar Hall conduc-
tance [4hn et al., 1999], the sheath-driven peak in AU
signifies larger electric fields around 4 h prior to the zero
epoch, which also appear in the 4L index at the same time.

[27] Pi/Pt for the sheath-driven storms is larger than that
for the ICME-driven storms within the period from —6 h to
48 h of the epoch (see Figure 6). This feature is consistent
with the particle precipitation observation during a double
peaked magnetic storm period (17-18 April 2002), which is
illustrated in the work of Fang et al. [2007, Figure 9]. The
first peak was driven by the sheath region preceding an
ICME while the second one was due to the ICME itself. The
ratio of the ion (<20 keV) to the total (electron and ion) in
the northern hemisphere is about 18% during the sheath
region passage, compared to 5% during the ICME passage.
According to Mende et al. [2002], one of proton precipita-
tion processes into the nightside from the tail is through
scatting in stretched field line configurations as exist during
substorm growth phase, or during the sheath region passage.
So the stretched field line configuration could partly explain
why there are more ions during the sheath-driven storms
than during the ICME-driven storms. More recently, the
simulation research of Brambles et al. [2010] indicated that
slow dense outflows of O+ result in higher O+ densities
closer to Earth, which lead to higher ring current number
fluxes and the stretched magnetotail configuration. Elec-
trons and ions both can precipitate into the night region from
the tail, and the extra O+ densities should lead to more
nightside precipitation. Thus, the extra O+ in the near tail
could also explain why more ions precipitate during the
sheath-driven storms.

[28] Our results suggest that these two classes of events
are different in energy transfer as well as in geomagnetic
responses. However, it is not known what physical mecha-
nism leads to these differences. Referring back to Figures 1
and 2, we find that the Borovsky parameter does not display
similar trends to that observed in the dawn-to-dusk electric
field for both classes of events. For instance, the peak value
of Ey is larger for the ICME-driven storms while that of the
Borovsky parameter is larger for the sheath-driven storms.
This indicates that although the solar wind largely controls
the rate of the dayside reconnection, the solar wind control
is not directly via the dawn-to-dusk electric field of the
solar wind, rather there is a more complicated control that
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involves other solar wind parameters, such as solar wind
pressure and Mach number [Borovsky, 2008; Guo et al.,
2010a]. In the previous studies, the effect of solar wind
dynamic pressure on the dayside reconnection rate has been
investigated by looking at dayside ionospheric convection
changes, and the results suggest that the solar wind dynamic
pressure strongly affects dayside reconnection as well as
polar-cap convection [e.g., Boudouridis et al., 2007]. Fur-
thermore, Palmroth et al. [2003, 2004a, 2004b] found that
the solar wind dynamic pressure has a role in ionospheric
power dissipation. In this work, we observed obvious dif-
ferences in solar wind pressure and Mach number in Figure
1 between these two classes of events. Therefore, we sug-
gest that the differences in the energy transfer might be the
effects of dynamic pressure and Mach number.

[20] The relative role of ionospheric Joule heating in the
global magnetospheric energy budget is an important issue.
When Perreault and Akasofu [1978] derived the epsilon
parameter, it was generally believed that ~90% of energy
dissipation would be through ring current injection, but this
value has been gradually changing [e.g., Knipp et al., 1998;
Lu et al., 1998; Turner et al., 2001; Tanskanen et al., 2002].
Recent results of Turner et al. [2009] show that Joule
heating actually dominates over the ring current as a dissi-
pation channel during storm events. For the storms driven by
CMEs, their estimates suggest that Joule heating accounts
for ~71.3% of the energy dissipation whereas the ring cur-
rent accounts only for ~11.5%. For the intense storms driven
by ICMEs or sheath regions, our results show that Joule
heating accounts for ~73% of the energy dissipation
whereas the ring current accounts only for ~13%. Moreover,
the energy partitioning for these two classes of events is
similar.

[30] The magnitude of the ring current energy injection
rate depends strongly on the decay time. In the present

Table 3. Student’s ¢ Test for Peaks of Various Parameters During
the ICME- and Sheath-Driven Storms®

ICME Sheath p (t Test)
Bz (nT) —-15.1 -12.2 0.4379
v (km/s) 526 643 0.0169
Ey (mV/m) 8.3 7.13 0.7576
N (cm ) 12.4 15.8 0.0027
Pdyn (nPa) 6.8 12.0 0.0025
Mu 4.9 7.2 0.1572
Newell parameter 263 290 0.8208
Borovsky parameter 4913 6038 0.2682
AL (nT) =769 —805 0.7500
AU (nT) 251 330 0.0022
PCN 5.1 6.3 0.0590
Kp 6.6 7.4 0.0332
ASYH (nT) 120 166 0.0077
SYM-H (nT) —-155 —-160 0.8135
Dst* (nT) -163 -176 0.5403
Epsilon (GW) 4203 4484 0.8483
Electron precipitation (GW) 153 149 0.8063
Ton precipitation (GW) 15 24 0.0234
Pi/Pt (%) 9.1 18.4 0.0030
Auroral precipitation (GW) 168 173 0.8350
Joule heating (GW) 935 1049 0.6157
Ring current (GW) 214 329 0.0490
Total output energy (GW) 1317 1551 0.2457

“Here p stands for the  statistic’s significance; a small value (<0.05) of p
indicates that peaks are significantly different.
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study, we have used the constant 7 value (8 h) as suggested
by Vichare et al. [2005] for intense geomagnetic storms.
The statistical work of Dasso et al. [2002] shows that the
decay time spans from ~6 to 23 h, with a mean value of 7 =
14 + 4 h in the recovery phases, and 7 tends to decrease as
the strength of the storm increases for very intense storms
(Dst < —250 nT). To examine the influence of the different
decay time on the ring current energy injection rate, we
re-estimate the average ring current injection rate for each
storm using different 7 values. The results show that the ring
current accounts for ~22%, 16%, 13%, 11%, 8.5%, and
6.5% of the energy dissipation with 7 =4, 6, 8, 10, 14, and
20 h, respectively.

6. Concluding Remarks

[31] The intense storm events driven by ICMEs and
sheath regions during the period 19962006 are selected to
examine similarities and differences in the temporal evolu-
tion of energy transfer as well as energy partitioning. The
main conclusions of the present study can be summarized as
follows:

[32] 1. The solar wind-magnetosphere coupling functions
and geomagnetic indices show a more gradual increase and
recovery during the ICME-driven storms than they do
during the sheath-driven storms. However, the sheath-
driven storms have larger peak values. The dawn-to-dusk
electric fields do not display similar trends to those observed
in the coupling functions, which suggest that the solar wind-
magnetosphere coupling is not directly via the dawn-to-
dusk electric field, rather there is a more complicated control
that involves other solar wind parameters, such as solar
wind pressure and Mach number.

[33] 2. In general, solar wind energy input (the epsilon
parameter) and dissipation show similar trends as the cou-
pling functions for both classes of events.

[34] 3. The trends of ion precipitation and the ratio of ion
precipitation to the total (ion and electron) are quite different
for both classes of events. There are more precipitating ions
during the peak of sheath-driven storms, but less leading up
to the storm at —12 h. Thus the ratio of ions to the total
precipitation is significantly higher for sheath-driven storms
from about 0 to +12 h.

[35] 4. For both classes of events, the means of input
energy and auroral precipitation are significantly different,
whereas Joule heating, ring current and total output energy
show no distinguishable differences. Electrons are dominant
in auroral precipitation. The means of electron precipitation
are significantly different for both classes of events. In spite
of significant differences around the peak of the storm, the
means of ion precipitation gives us no distinguishable dif-
ferences over the entire storm. The mean energy efficiency
of the sheath-driven storms is 62%, while that of the ICME-
driven storms is 60%, but the difference between these two
classes of events is not statistically significant. lonospheric
processes account for the vast majority of the energy, with the
ring current only being 12%—14% of the total. Moreover, the
energy partitioning for both classes of events is similar.
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