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An asynchronous and parallel time-marching method for three-dimensional (3D) time-dependent 
magnetohydrodynamic (MHD) simulation is used for large-scale solar wind simulation. It uses different 
local time steps in the corona and the heliosphere according to the local Courant-Friedrichs-Levy (CFL) 
conditions. The solar wind background with observed solar photospheric magnetic field as input is first 
presented. The simulation time for the background solar wind by using the asynchronous method is 
<1/6 of that by using the normal synchronous time-marching method with the same computation pre-
cision. Then, we choose the coronal mass ejection (CME) event of 13 November, 2003 as a test case. 
The time-dependent variations of the pressure and the velocity configured from a CME model at the 
inner boundary are applied to generate transient structures in order to study the dynamical interaction 
of a CME with the background solar wind flow between 1 and 230 Rs. This time-marching method is 
very effective in terms of computation time for large-scale 3D time-dependent numerical MHD problem. 
In this validation study, we find that this 3D MHD model, with the asynchronous and parallel 
time-marching method, provides a relatively satisfactory comparison with the ACE spacecraft obser-
vations at L1 point. 

asynchronous, parallel, MHD simulation, CME 

1  Introduction 

CMEs and their interplanetary consequences (ICMEs) 
represent different aspects of the same phenomenon re-
sponsible for large geomagnetic storms[1]. Because of 
the great complexity, each aspect has typically been in-
vestigated separately, which is useful for revealing the 
basic underlying physics. In order to obtain a complete 
picture, one needs to conduct a 3D magnetohydrody-
namic (MHD) modeling to consider the coupling be-
tween the corona and the interplanetary processes. 

For the past ten years, a large amount of work has 
been done in numerical studies of CMEs and their inter-
planetary manifestations. Here, we have no intention to 
review the progress in 3D solar wind simulation, but the 
following description is only limited to those closely 

related to our present topic. In simulating the large scale 
solar wind, regional combination method and the inner 
heliospheric model (in super sonic/superAflvenic region) 
are usually used in order to achieve a fast convergence. 
Successful merging of two- and three-dimensional (2D 
and 3D) MHD coronal and heliospheric models was 
achieved and reviewed[2―4]. Usmanov et al.[5] used a 
global axisymmetric MHD solar wind model with WKB 
Alfvén waves by combining a time relaxation numerical 
technique in the 2D solar corona region (1―22 Rs) with  
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a marching-along-radius method in the outer region (22 
Rs―10 AU). The large-scale structure of the solar wind 
was also simulated by Feng[6] and Shen et al.[7] by using 
the 3D MHD regional combination numerical model 
(hereafter called corona-interplanetary TVD MHD 
model――COIN-TVD model for brief). The 3D MHD 
equations were solved by combining a time relaxation 
numerical technique in the corona with a march-
ing-along-radius method in the heliosphere. 

To improve the precision in the heliosphere and save 
computational cost, we made a modification to the 3D 
COIN-TVD model mentioned above to realize the whole 
time-dependent simulation from the solar surface to 1 
AU by applying an asynchronous and parallel time- 

marching method during the simulation. Since all tradi-
tional synchronous time-driven methods face the com-
mon problems, such as excessive computation and CFL 
constraint[8], recently a new approach presented by 
Omelchenko and Karimabadi[9] first introduced an 
asynchronous scheme for drift-diffusion transport. The 
performance of the new technique was demonstrated in 
a series of one-dimensional multi-scale plasma model-
ing[10] and gas dynamics test problems[11]. Then, a modi-
fied asynchronous scheme with local time was proposed 
by associating independent time tags directly to the in-
terface fluxed between cells and to the source terms 
within cells in one-dimensional (1D) form, and the per-
formance of this scheme was demonstrated in the 1D 
application to gas discharges[12]. Here, we combine the 
asynchronous spirit with parallel computation to deal 
with the large-scale 3D MHD simulation. 

In what follows, the asynchronous and parallel 
time-marching method is first described and then used to 
simulate the solar wind background and the interplane-
tary propagation for the November 13, 2003 CME event. 
Finally, the conclusions are made. 

2  3D MHD simulation of the solar wind 
background for CR 2009 

In this section, the 3D MHD simulation of the solar 
wind background for Carrington rotation (CR) 2009 is 
presented in order to show the asynchronous and parallel 
time-marching method. The computational domain for 
this 3D MHD simulation was a Sun-centered spherical 
coordinate system (r, θ, ϕ ) with the r-axis in the ecliptic 
plane. The Earth was located at r=215 Rs, θ =0°, and 

ϕ =180°. The domain covered 1 Rs ≤r≤230 Rs; −75°
≤θ ≤75°, 0°≤ϕ ≤360°. The grid network was chosen 

to be 184(r)×75(θ )×180(ϕ ). The grid size was uniform 
in azimuth, with Δϕ =2°. The radial grid (ri) and the me-
ridional grid (θj) were not uniform. In order to obtain a 
precise computational resolution, we chose for the radial 
grid: r(1) = 1 Rs, Δr(1) = s×r(1), Δr(i) = s×r(i−1), r(i) = 
r(i−1)+Δr(i−1) , where s =π/90 between 1 and 22 Rs, 
and s =π/120 between 22 and 230 Rs. For the meridional 
grid we chose θΔ (0°)=1°, Δθ (−75°) =Δθ (75°)=3°, 
with a constant increase in Δθ from θ =0° to θ = ±75°. 

The numerical 3D MHD scheme used was a modified 
total variation diminishing/Lax-Friedrichs (TVD/LF) 
type scheme[6,7,13] with electric field modification 
method[14]. This numerical model satisfied ∇·B = 0 to 
round-off error. This was achieved by the field- interpo-
lated central difference approach for solving the mag-
netic field[14]. The time-dependent 3D ideal MHD equa-
tions also included solar rotation and volumetric heating. 
The equations could be written in a spherical component 
form at the inertial (non-rotating) reference frame, 
which was described in detail in our another paper[7]. 

The applied initial conditions of density ( ρ ), velocity 
(v), and temperature (T) were given by the hydrody-
namic solar wind solution of Parker[15]. The initial mag-
netic field could be derived from the observed photo-
spheric magnetic field as described by Hu et al.[16] 
Line-of-sight (los) photospheric field (Blos) measure-
ments of the Sun were made at Wilcox Solar Observa-
tory (WSO), and are currently available on the web site 
http://wso.stanford.edu. Due to the line saturation effects, 
the observed magnetic field strength should be modified 
by a correction factor. Based on the calibration analysis 
of WSO and other solar observatories[17,18], a saturation 
factor of 1.8 was chosen for observed data at WSO.  

With the assumption that the magnetic field was truly 
radial in the region of the photosphere where the meas-
urements were taken, the radial magnetic field Br was 
specified at the inner boundary r=1 Rs by the relation-
ship Br = Blos/cos θ, where θ was the colatitude meas-
ured from the solar north pole[19,20]. By using the giving 
Br distribution at inner boundary and the multipolar ex-
pansion model, the distribution of magnetic field could 
be deduced from 1 to 230 Rs. At the solar base, we fixed 
the plasma parameters to be the same as the initial data. 
At the outer boundary of 230 Rs and the two latitudinal 
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boundaries, linear extrapolations were used to specify 
the parameters. 

During our simulation, the time step (Δt) was re-
stricted by the CFL condition[13]. For the system to re-
main numerically stable, generally the time integration 
step of the system is limited by the minimum of the CFL 
condition all over the domain. Thus, the time-dependent 
3D large-scale MHD model requires a lot of computing 
resources and needs so much time to arrive at the steady 
state. To save computation time, and maintain simula-
tion accuracy, we introduced an asynchronous and par-
allel time-marching method by using different local time 
steps (adapted to the local CFL condition) in the corona 
(1 to 22 Rs) and the heliosphere (22 to 230 Rs), and ap-
plying parallel computation in r-direction. 

Figure 1 shows the relationship between the local 
time steps of the corona (Δtc) and the heliosphere (Δth). 
These local time steps were computed separately ac-
cording to the local CFL condition equations in their 
associated regions. To make the local time steps of the 
corona and the heliosphere consistent with each other, 
we assumed the following conditions:  
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1

c h
1 1

( ) ( )
n m

i j
i j

t t
−

= =

Δ < Δ∑ ∑ and 
c h

1 1
( ) ( )

n m

i j
i j

t t
= =

Δ > Δ∑ ∑ (n  

m), then if m=1, we set h 1 c
1

( ) ( ) ;
n

i
i

t t
=

′Δ = Δ∑  and if m≠1, 

we set 
1

h c h
1 1

( ) ( ) ( ) .
n m

m i j
i j

t t t
−

= =

′Δ = Δ − Δ∑ ∑  Then, h( )t ′Δ  was 

used as the corrected local time step in the heliosphere. 
In this way, using 30 parallel programming  

 
Figure 1  The relationship between the local time steps of the corona (Δtc) 
and the heliosphere (Δth). 
 

processes on a 20-node PC cluster with two 3.0 GHz 
Intel Xeon CPUs per node interconnected with Gigabit 
Ethernet, we only needed less than 50 h of CPU time to 
reach the steady state, corresponding to the physical 
time of 100 h. We also made a test of using the normal 
time steps limited by the minimum of the CFL condition 
all over the domain (1―230 Rs) to solve the same 3D 
MHD equations, and it took>300 h to get the steady- 
state (physical time=100 h). These two simulations used 
the same mesh, computation domain, MHD scheme, and 
the number of parallel programming nodes, and the 
simulation results were almost the same, while the simu-
lation time of the normal method was 5 times more than 
that of the asynchronous and parallel time-marching 
method. Some simulation results of the asynchronous 
method and the traditional synchronous method are dis-
cussed below. 

Figure 2 shows the calculated steady-state magnetic 
field topology in the meridional plane at ϕ =180° 
(Figure 2(a)) and equatorial plane (Figure 2(b)) at 100 
h. The well-known Archimedes’ spiral lines appear in 
Figure 2(b). Figure 3 shows the ambient state at 100 h 
after the time-dependent solution is obtained based on 
the asynchronous time-marching method (black lines) 
and traditional synchronous time-marching method (red  

 
Figure 2  The calculated steady-state solution for magnetic field in the meridional plane at ϕ = 180o from 1 to 230 Rs and at smaller scale (a), and equato-
rial plane from 1 to 230 Rs at 100 h (b). The units of the x-y axis are Rs. 
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Figure 3  Profiles of the radial magnetic field, proton number density, temperature, and the radial velocity at r=18 Rs (corona) and r=215 Rs (heliosphere) 
(meridional profiles at ϕ =180°) are shown in the left and right panels, respectively. The red lines and black lines at r=215 Rs separately represent the tradi-
tional synchronous and the asynchronous simulation results. At r=18 Rs, the results of the synchronous and the asynchronous simulation are entirely su-
perposed, so we only use black lines. 
 
lines). The agreement between the two simulations is 
excellent and is within noise levels. Profiles of the radial 
magnetic field, proton number density, temperature, and 
the radial velocity at r=18 Rs (corona) and r=215 Rs 
(heliosphere) (meridional profiles at ϕ =180°) are shown 
in the left and right panels, respectively. Both the con-
figurations of the corona and the heliosphere consist of a 
dense and slow flow near the current sheet. The range of 
latitude is about ±25°. The absolute value of the radial 
magnetic field almost remains constant, independent 

with latitude, which is consistent with the Ulysses ob-
servation[21―23]. 

3  Numerical simulation of November 13, 
2003 CME event 

This part is devoted to the numerical simulation of No-
vember 13, 2003 CME event in order to show the appli-
cability of the asynchronous and parallel time-marching 
method in interplanetary transient study. The November 
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13, 2003 has been studied with the 3D pure hydrody-
namic numerical simulation by Ogawa et al.[24]. From 
SOHO/LASCO CME catalog, the CME was first ob-
served by the C2 coronagraph on 13 November 2003 at 
09:30 UT, and the observed velocity of the CME was 
1141 km/s. An associated X-ray flare occurred at 
N01E90. The CME arrived at L1 point (1.5×109 m from 
the Earth to sunward) on 16 November 2003 at 05:40 
UT based on the ACE spacecraft observation, which 
showed that the interplanetary disturbance caused by 
this CME took about 68 h to reach the L1 point. 

With the steady-state solar wind produced in the last 
section, we input a CME model into the inner boundary 
by modeling a CME as follows: 
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with VCME, ρCME and TCME being the radial velocity, 
density and temperature of the input CME, respectively. 
Vmax, ρmax and Tmax represent the amplitude of the per-
turbation of the radial velocity, density, and temperature, 
respectively. ξ, ξ0, τ1, τ2 and τm are the angle to the axis 
of CME cone, angular radius of CME, ramp-up time, 
ramp-down time, and duration time of the perturbation 
at maximum value, respectively[7,24]. 

This perturbation will be started by the following re-
lation: 
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where vr0, ρ0 and T0 are the background values of the 
radial velocity, density, and temperature calculated in 
Section 2. In our simulation, we set Vmax=1141 km/s, 
ξ0=15° and τ1=τ2=1 h. The CME was assumed to occur 
on the equator plane, longitude=E25° and τm=4 h, which 
were also used by Ogawa et al.[24] to fit the observation 

by ACE spacecraft at L1 point. 
The relative density ((ρ −ρ0)/ρ0), where ρ is the total 

density, and ρ0 is the density of the background wind, 
is shown in Figures 4 and 5 at five consecutive times 
(Figures 5 and 6). Figure 4 shows the profiles for the 
relative density at a constant meridional angle of 
ϕ =180° (top panel, the Earth location) and ϕ =155° 
(bottom panel, the CME’s longitude). Figure 5 shows 
the relative density on the surfaces of three angular 
cones that are centered at the Sun’s center: 20° North 
(top panel); 0° (middle panel, the Earth location and 
the CME’s heliolatitude); and 20° South (bottom panel). 
The radial scales both in Figures 5 and 6 were from the 
solar surface to 230 Rs. 

In Figures 4 and 5, the CME is shown to be stronger 
and faster in the East and in the Equator than in the 
plane of meridional angle of 0° and in the north or in the 
south, respectively. This may be due to the fact that the 
source of CME was located at N(S)0E25. 

Figure 6 shows the plots of the total magnetic field 
strength (|B|), the x, y, and z components (Bx, By, and Bz) 
of the magnetic field in the GSE coordinate system, the 
density (ρ ), the temperature (T ) and the magnitude of 
the bulk velocity (v) at L1 point, respectively from the 
top panel to the bottom panel. Each panel describes the 
comparison of the computed plasma parameters with the 
observed parameters. This figure clearly indicates a 
quantitative resemblance between the simulated and the 
measured results, such as the maxima of |B|, Bx and By, 
the maxima of the density and the velocity, the low den-
sity and temperature, and the decreasing |B|, density and 
temperature. 

One of the reasons why quantitative agreement was 
not obtained in Figure 6 is that the present model, like 
many others already mentioned, is only a single-fluid 
model. More importantly, there exist other two ex-
tremely important and still unsolved reasons as pointed 
out by Dryer[25] and now recognized by many other 
modelers[7,26―28]. These two reasons are: (1) Uncertainty 
of the initial realistic solar wind and the IMF back-
ground conditions, and (2) uncertainty of the appropriate 
solar observations to use for “mimicking” solar flare/ 
filament and CME initiation input pulse conditions. In 
the ambient, pre-CME stage, the simulated radial veloc-
ity near the equator was ~590 km/s as shown in Figure 3, 
and in the ICME stage, it’s maximal value increased to 
~750 km/s as seen from Figure 6. In fact, these values  
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Figure 4  Evolution of the density contours ((ρ −ρ0)/ρ0) of the constant meridional angle of ϕ =180° (top panel) and ϕ =155° (bottom panel) at five con-
secutive times (a)―(e). 

 
Figure 5  Evolution of the density contours ((ρ −ρ0)/ρ0) at five consecutive times (a)―(e). The top, middle and bottom panels represent the constant 
conical angles of 20°N, 0° and 20°S. 

 
were a little higher than the observation. The reason for 
this might be from our volumetric heating. The heating 
process is unclear up to now. The choice of such a heat-
ing may bring some favorable results but not all. To 
some extent, using more observational data to constrain 
the model may avoid the uncertainty of the initial arbi-

trarily-selected solar wind conditions. But, it is still very 
challenging to mimic the realistic solar flare/filament 
eruption and CME initiation. It is believed that more 
solar and interplanetary observations will clarify these 
uncertainties. 

From the top panel of Figure 4(e), the middle panel of  
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Figure 6  The comparison of the MHD simulation of magnetic field and plasma parameters with the measured (ACE spacecraft) magnetic field and the 
solar wind parameters at L1 point in 2003. The solid lines denote simulation parameters, (top to bottom) the magnetic field strength |B| (nT), Bx (nT), By 
(nT), Bz (nT) at GSE coordinate system, the number density (cm−3), the plasma temperature (K) and the magnitude of the bulk velocity (km/s). The dashed 
lines denote the measured parameters by ACE, (top to bottom) the magnetic field strength |B| (nT), Bx (nT), By (nT), Bz (nT) at GSE coordinate system, the 
proton density (cm−3), the proton temperature (K) and the magnitude of the bulk velocity (km/s). 

 
Figure 5(e), and total magnetic field, density, tempera-
ture, and velocity profile in Figure 6, we notice that the 
CME arrival time from the Sun to L1 point was about 68 
h, which is consistent with the observation of Section 3. 
By examining simultaneously the computed density, 
temperature, and velocity profiles shown in Figure 6, we 
can see that the largest density enhancement can be 
identified with the plasma compressed in the helmet 
dome and the additional plasma swept up by the system 
in the undisturbed corona during the initial CME propa-
gation. The plasmas in this region were hot, as seen in 
the temperature profile (Figure 6), because this repre-
sents the shocked, compressed plasma. It is noticeable 
that this asynchronous and parallel time-marching 
method is equally efficient in this 3D CME modeling as 
that in the 3D background solar wind, because they use 
the same simulation model, only the inner boundary 

condition is different. 
This event has been studied previously with the use of 

3D pure hydrodynamic model[24]. Ogawa et al.[24] ap-
plied a 3D AMR hydrodynamic code to simulate the 
interplanetary shock wave by a CME model as above. 
They provided the comparison of ACE observation with 
their numerical results of density and velocity at L1. 

We should stress again that our one-fluid (proton) 
model can not account for the high temperature in a 
magnetic cloud and the anti-correlation between the 
electron temperature and density[29,30].  

4  Conclusions 

In conclusion, an asynchronous and parallel time- 

marching method was presented for the 3D time- de-
pendent solar wind MHD simulation. This method uses 
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different local time steps in the corona and the helio-
sphere according to the local CFL condition equations in 
their own regions. To make the local time steps of the 
corona and the heliosphere consistent with each other, 
we employed a coupling-correction method adapted to 
the local time step of the corona. 

Using the asynchronous and parallel time-marching 
method, we chose the CME event of 13 November 2003 
as a test case to carry out the 3D study of the large-scale 
background solar wind structures, and the propagation 
of the specific ICME and its shock wave in a nonuni-
form background solar wind flow derived from observed 
magnetic field at the solar surface. Our numerical results 
of the background solar wind are quite consistent with 

the observation results. The simulation time of the asyn-
chronous and parallel time-marching method was only 
1/6 that of the normal time-marching method, while the 
computation precision was not influenced. The dynami-
cal interaction of 13 November 2003 CME event with 
the background solar wind flow between 1 and 230 Rs 
was also investigated by introducing a time-dependent 
pulse at the inner boundary to mimic the effects of a 
filament eruption. This study shows that the 3D MHD 
model with asynchronous and parallel time-marching 
method can also provide us a relatively satisfactory 
comparison between the time-dependent numerical 
MHD results with those of the ACE spacecraft observa-
tions at L1. 
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